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ABSTRACT

In the last decades, depth estimation from multi-view has been treated as an ill-posed problem. This problem becomes severe with limited data, such as sparse-view cases. However, with the availability of convolutional neural network (CNN), recent learning-based depth estimation methods have become effective on occluded and texture-less areas, whereas prior works still suffer when handling such issues. They utilize features from the CNN layer to construct cost volume and regress the input volume with a regression network. To overcome those concerns, we introduce a unique approach by combining hand-crafted and learning-based strategies. Specifically, we utilize the normalized cross-correlation (NCC) cost volume, which is more robust to noise than simple L1 and L2 costs, to improve the photo-consistency between local patches. The entire construction pipeline is implemented by PyOpenCL to speed up the processing time. Finally, we employ the network that estimates depth by regressing the handcrafted cost-based plane sweeping volume.
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1. INTRODUCTION

The main purpose of multi-view stereo (MVS) algorithm is to estimate precise depth information by utilizing camera pose information and multiple input images acquired at an arbitrary angle of view. The depth image obtained through MVS can be used to reconstruct a point cloud, voxel, or mesh into three dimensions. Recently, these works have been applied in the autonomous vehicle industry and AR/VR, which are major fields of the Fourth Industrial Revolution, high-accuracy depth images, and 3D information, which require high-quality service. Unfortunately, previous MVS techniques have limitations when the current circumstances are given. They can only operate well when the occlusion between adjacent images is small, and they entail massive computational complexity with a long processing time.

Recently, many researchers have emerged in the field of computer vision to solve various problems by using deep neural networks with a large number of data sets. Following this trend, recent approaches have attempted to solve the MVS problem by using deep neural networks based on convolutional neural network (CNN)¹⁻⁵. MVSNet⁴ is the representative CNN-based MVS method, which reconstructs dense depth images and 3D point clouds given multiple input images and camera position information. DeepMVS³ estimates depth information from the cost volume on the basis of the patch-matching score, which is mainly used in the existing MVS algorithm. However, MVSNet still has a limitation as it is unable to reconstruct 3D and predict elaborate depth images when the number of input images is small. Meanwhile, the drawback of DeepMVS is its high dependence on external library utilization and a long inference time.

In this paper, with the input cost volume constructed by plane-sweeping stereo technique²⁷, we propose a method to obtain a dense depth image by using a neural network encoder–decoder structure based on CNN proposed by MVDepthNet⁷. The proposed method is divided into an input cost volume building module and a depth information estimation process through a deep neural network. By utilizing a Python-based GPGPU framework with PyTorch, we train the whole network in an end-to-end fashion. Figure 1 shows the overall flowchart of the proposed method. In the experiment result section, we show that our network can estimate dense depth even with a small number of source images. We summarize our contributions as follows:

• We utilize an OpenCL–based GPGPU algorithm to implement the hand-crafted cost volume construction process, which is not supported by the existing deep learning framework.

• Our proposed method is the first of its kind, combining hand-crafted cost volume with a learned regression network to produce dense depth estimations.
The input of the network is cost volume which is constructed by target view and source views. First, we construct plane-sweeping volume by concatenating inverse-warped source images. With given camera extrinsic and intrinsic parameters, homography matrix \( H \) at each depth level \( d_i \) for warping the source image to the target coordinates is defined as

\[
H = K \left( R_{t,t} + t_{r,t} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & d_i \end{pmatrix} \right) K^{-1}
\]

where \( d_i \) means the \( i \)th unit depth divided by 64 steps from 0.5m to 50m, \( K \) is the intrinsic matrix, and \( R_{t,t}, t_{r,t} \) denote the relative pose matrix between the target image and the source image. After the homography matrix \( H \) for each depth \( d_i \) is obtained, the source images are converted to OpenCL Image2D memory and warped at target coordinates by the inverse warp module to construct plane-sweep volume. Each input cost volume layer consists of the NCC cost between the target view and each plane-sweep volume layer. To reduce the effects of occlusion and noise between the target view and the inverse-warped source views, the final cost volume is generated by averaging the cost volume. To speed up the process of constructing cost volume, which requires high computational complexity, we utilize the GPGPU parallel algorithm. We implement both the inverse warp module and cost calculation module with the OpenCL framework from scratch. We adopt PyOpenCL to ensure compatibility with the Python-based deep learning framework. Our implementation of the inverse-warped module is 6.3 times faster than the PyTorch grid_sample function, which operates the same features.

2.2 Cost volume regression network

In this paper, we utilize a CNN-based encoder-decoder network to regress the cost volume. Each encoder and decoder network consists of five-level convolutional layers. Specifically, they are constructed with filter sizes of \( 7 \times 7 \) and \( 5 \times 5 \) for the first and second layers, respectively, and \( 3 \times 3 \) for the other layers. As shown in Figure 1, the encoder layer takes the input volume, including the target image concatenated by the cost volume of size \( D_w \times H \times W \). High-level features extracted from each encoder layer are propagated to the decoder layer through skip connection. Except for the first decoder layer, each decoder layer estimates an inverse depth map with the propagated high-level feature and depth information predicted from the previous stage. In the prediction layer, a \( 3 \times 3 \) convolutional layer is used to regress the channel of the output features followed by sigmoid activation for inverse depth estimation. The final output size of the inverse depth map is \( H \times W \).
3. EXPERIMENTAL RESULTS

We used the DeMoN\textsuperscript{4} dataset to train and evaluate our network. The DeMoN dataset is composed of SUN3D\textsuperscript{9}, TUM-RGBD\textsuperscript{10}, which are acquired indoors with an RGBD camera, MVE\textsuperscript{11} acquired from outdoors, and SCENES\textsuperscript{11,12} synthesized with the ShapeNet\textsuperscript{12} dataset. Each dataset includes multiple images acquired at arbitrary viewpoints with ground-truth depth, and camera parameters. For qualified cost volume construction, we select the target image only if the paired ground-truth depth map has more than 70% of the depth range to be measured and source images that have enough view angle difference and baseline length compared with the target view. Our network is implemented on PyTorch and trained with the Adam optimizer set with default parameters. We set the batch size as 12 with a learning rate of 1e-4 and train the network with 40,000 iterations. All images are scaled to 480 × 352 to reduce the training time.

For robust depth estimation, our network is trained with the sum of L1 loss between the downsampled ground-truth depth and the predicted depth at each decoder layer, defined as:

\[
L = \sum_{k=0}^{3} \frac{\lambda_k}{n} \sum \left| \frac{1}{d_k} - \delta_k \right|
\]

where \(d_k\) and \(\delta_k\) are the mean scaled ground-truth depth and inverse depth predicted from the \(k\text{th}\) decoder layer, respectively, and \(\lambda_k\) represents the weight of the \(k\text{th}\) step, which is fixed at 0.25.

In this work, we compare our method with two state-of-the-art MVS networks, namely, MVDepthNet and DPSNet. Figure 2 shows the qualitative comparison results of the depth map predicted with the DeMoN dataset, and the quantitative comparison with the 7SCENES\textsuperscript{13} office test datasets (office-02, office-06, office-07, office-09) is shown in Table 1. We utilize the metrics of absolute difference error (Abs diff), square relative error (Sq Rel), root mean squared error (RMSE), and inlier ratios (Acc) for quantitative comparison. For qualitative results, we select the target image among the validation set given by DPSNet and source images following the upper view-selection rule. Compared with other methods, our network can predict more precise depth maps on various datasets, as indicated by qualitative and quantitative evaluations.
Figure 3. Ablation study: performance comparison w.r.t different number of source images and different window size of NCC cost. The number below the depth map represents the absolute difference error.

We also conduct ablation studies by varying the number of source frames and the window size of NCC cost. As shown in Figure 3, a larger number of source images and window size yields more precise depth maps because any lack of information caused by occlusion decreases.

Table 1. Comparison results between MVDepthNet, DPSNet, and our method.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Abs diff</th>
<th>Sq Rel</th>
<th>RMSE</th>
<th>Acc (δ &lt; 1.25)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MVDepthNet</td>
<td>0.1131</td>
<td>0.0523</td>
<td>0.1442</td>
<td>0.6734</td>
</tr>
<tr>
<td>DPSNet</td>
<td>0.1104</td>
<td>0.0451</td>
<td>0.1366</td>
<td>0.6609</td>
</tr>
<tr>
<td>Ours</td>
<td>0.0940</td>
<td>0.0311</td>
<td>0.1243</td>
<td>0.6758</td>
</tr>
</tbody>
</table>

4. CONCLUSION

In this paper, we propose a U-Net shaped cost volume regression network that takes input volume constructed by using the hand-crafted method, which utilizes the GPGPU algorithm. Our method is able to exploit the importance of the cost volume context, which was generally wasted by previous MVS works. Moreover, our implementation delivers an advanced approach that trains the whole network in adequate batch sizes in an end-to-end fashion. Our experimental results prove that our approach, which achieved better qualitative and quantitative performances compared with other methods, is superior.
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