Belief propagation (BP) is a commonly used global energy minimization algorithm for solving stereo matching problem in 3D reconstruction. However, it requires large memory bandwidth and data size. In this paper, we propose a novel memory-efficient algorithm of BP in stereo matching on the Graphics Processing Units (GPU). The data size and transfer bandwidth are significantly reduced by storing only a part of the whole message. In order to maintain the accuracy of the matching result, the local messages are reconstructed using shared memory available in GPU. Experimental result shows that there is almost an order of reduction in the global memory consumption, and 21 to 46% saving in memory bandwidth when compared to the conventional algorithm. The implementation result on a recent GPU shows that we can obtain 22.8 times speedup in execution time compared to the execution on CPU.

2. On-the-fly Reconstruction of Local Messages

Fig 1. Proposed algorithm. (a) Data transfer in the proposed algorithm. (b) On-the-fly boundary message reconstruction

In this paper, we take advantage of local memory usage to reduce memory bandwidth and the global memory size. Thus, we propose a new method of reconstructing the local messages using shared memory in GPU. The local messages are reconstructed with the block’s representative message and each pixel’s matching cost. Note that the matching cost is computed on-the-fly using left/right image intensity values, as suggested in [1].

In order to reconstruct messages, first, all pixels within the block are initialized with the representative value. Next, we iteratively perform message passing within the block.
until convergence. However, simply performing message passing within the block will not work correctly, because there is no information about the messages from outside the block. Thus, we also have to fetch messages from the outside the block. As a result, a total of 5 representative value (up, down, left, right, center), along with the intensity of each pixel, is fetched from the global memory. This process is depicted in Fig. 1(a).

The problem with the proposed method explained in the previous section is that the representative message from neighboring block only has low-resolution information. Thus, we propose on-the-fly reconstruction of the neighboring blocks' pixel-wise messages, in addition to the reconstruction of messages of the current block. The neighboring blocks' message reconstruction process is similar to that of the current block - the message passing is performed until convergence. After convergence, only the message to the current block is saved - the rest of the messages are discarded, as shown in Fig. 1(b).

3. Experimental Results

Fig 2. Comparison between hierarchical BP-M, tile based BP, and the proposed method on Tsukuba, Venus, Teddy, Cones image. The block size 8x8. (a) Minimized energy. (b) Number of message computation. (c) Consumed global memory. (d) Global-local data transaction.

For experiment, we use Tsukuba, Venus, Cones, Teddy stereo test images from Middlebury website [2]. Fig. 2 shows the detail result for energy minimization performance, memory resource consumption, and computational complexity. The result shows that the proposed method has achieved comparable performance to the original hierarchical BP-M and the tile-based BP. As an example, the disparity maps for Tsukuba image is shown in Fig. 3. We have implemented the proposed algorithm on NVIDIA GTX580 GPU running at 3.91GHz with 3GB global memory. For comparison, we implemented hierarchical BP on Intel CPU i7 2600 [3]. Experiment shows that the execution time for Tsukuba testset is 4.38 and 0.192 seconds on CPU and GPU, respectively.

4. Conclusion

In this paper, we have described a new memory-efficient algorithm of BP in stereo matching. We have proposed on-the-fly local message reconstruction method using matching cost and reconstructed boundary message.
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